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Abstract Image processing is very important for many applications in computer vision
and digital intelligence society applications. This study presents an alternative multilevel
thresholding algorithm for image segmentation. The developed approach aims to improve
a metaheuristic (MH) technique called pathfinder (PF) algorithm using firefly algorithm
(FA) as a local operator. In the proposed algorithm, called PF-FA, the FA is employed
to boost the exploitation ability of the traditional PF algorithm, which is used as a
local operator. To test the performance of the developed PF-FA approach, we use a
number of gray-scale images. Moreover, the developed PF-FA method is compared to
some well-known MH techniques that are generally employed for multilevel thresholding
at different threshold levels. The experimental results revealed that the PF-FA has a
competitive performance, and the applications of FA have a significant impact on the
traditional PF algorithm.

Keywords: Digital intelligence society, Pathfinder Algorithm, Firefly algorithm, Multi-
level thresholding, Image segmentation.

1 Introduction

Image segmentation approaches play critical roles in image processing techniques, and
they are adopted in different applications and domains, such as medical image [1] remote
sensing [2], medical images [3] and other computer vision domains [3, 4]. In general, the
segmentation process is done by splitting a given image into classes, and these classes
have the same properties, such as brightness, color, texture, contrast, and grey level.
In literature, different image segmentation techniques are adopted, for example, clus-
tering algorithms [5], edge detection [6], region extraction [7], and thresholding methods
[8]. Thresholding can be considered an efficient segmentation technique which confirmed
its high efficiency in various segmentation approaches [9, 10]. It contains two different
techniques, called bi-level and multi-level thresholding. In general, for the bi-level (BL)
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technique, the image is divided into two classes; thus, it is not suitable if the segmented
image has more than two classes. Where in multi-level technique, the image can be seg-
mented into several classes. The multi-level thresholding (MLT) techniques are widely
applied for in various computer vison applications. Traditional MLT techniques were
implemented by applying image histograms to allocate the optimal values using mini-
mization or maximization of the fitness function, for example, entropy and Otsu. But,
these traditional multi-level algorithms face critical limitations in finding the optimal
threshold values.
Therefore, in the recent decade, metaheuristics (MH) methods have been adopted in var-
ious applications [11, 12, 13, 14, 15, 16], including image segmentation using MLT tech-
nique, such as marine predators algorithm [17], whale optimization algorithm [18, 19],
salp swarm algorithm [20], differential evolution [21], manta ray foraging optimizer [22],
genetic algorithm [23] and others [10, 24, 25, 26, 9].

In this study, we introduce an alternative technique for MLT using a modified Pathfinder
algorithm (PF). The PF optimizer is a new MH algorithm proposed by Yapici and
Cetinkaya [27]. The PF algorithm was inspired by the collective movements of animal
groups and simulates the leadership hierarchies of the swarms to find the food area. The
PF algorithm has been used in some approaches. For example, Qi et al. [28] used a hybrid
PF with the differential evolution (DE) to address constrained optimization problems.

The firefly algorithm (FA) is utilized to improve the PF algorithm’s search ability.
FA is a natural inspired optimization algorithm proposed by simulating fireflies flashing
behavior [29, 30]. It has been widely utilized in different optimization tasks. For example,
Nayak et al. [31] discussed the applications of the firefly algorithm in classification tasks.
Jain and Katarya [32] employed a modified firefly algorithm for discovering opinion leaders
from social media discussions. Zhou et al. [33] applied the firefly algorithm with fuzzy
systems to forecast air overpressure. In [34], the authors applied the FA with the GA
for scheduling cloud computing tasks. Moreover, Yang [35] discussed and studied the
applications of the FA in different image processing applications. Furthermore, in [36], the
FA was employed to enhance the performance of the WOA to solve scheduling problems.
Additionally, the FA was employed in different image processing tasks such as [37, 38,
38, 39]
In short, our main objectives and contributions presented in this study can be stated as
follows:

� Present an alternative technique for MLT approach using on a new version of the
pathfinder algorithm based on the firefly algorithm.

� Enhance the search efficiency of the traditional PF method by employing the oper-
ators of the FA.

� Evaluate the proposed method, called PF-FA, with several images, and compare
the proposed method with several existing metaheuristic algorithms to assess its
high performance.

The rest sections of this paper are organized as follows. First, we present a simple
review of the MLT studies, including MH algorithms in Section 2. In Section 3, we
describe the problem formulation and the preliminaries of the PF and FA. In Section 4,
we describe the proposed method. Section 5 introduces the experimental evaluation and
outcomes. Finally, Section 6 introduces the conclusion and future works.
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2 Related Work

In this section, a light review of the existing metaheuristic algorithms used for image
segmentation using MLT is presented.

In [40], an improved salp swarm algorithm was proposed for MLT. The mouth flame
optimizer (MFO) is used to enhance the SSA. This hybrid model, called SSAMFO, is
applied for image segmentation with a number of greyscale Images. The evaluation ex-
periments were implemented by comparing the SSAMFO to several existing MH methods;
where the outcomes confirmed the good achievement of the SSAMFO. Alwerfali et al.
[41] introduced a MLT approach using a modified spherical search optimizer (SSO) with
fuzzy entropy. The sine cosine algorithm is applied as a local search for the SSO to im-
prove its search ability. The introduced approach, called SSOSCA, had been applied to
segment greyscale images, and it had been evaluated with a number of images. Extensive
evaluation experiments and comparisons had been carried out to evaluate SSOSCA.

In [42], the subspace elimination optimization algorithm is applied for MLT. The au-
thors used four images to test the proposed technique. They also compared the proposed
approach to the PSO algorithm, and they concluded that the subspace elimination op-
timization algorithm showed better performance than the particle swarm optimization.
Oliva et al. [43], proposed a MLT method, called MCET-CSA, by integrating minimum
cross-entropy thresholding (MCET) with the CSA (crow search algorithm) . The MCET-
CSA is employed by minimizing cross-entropy among classes. More so, the outcomes of
the experiments showed that the MCET-CSA method has a better performance compared
to the differential evolution and the harmony search algorithm.

In [44], the authors presented a modified differential evolution algorithm, namely
synergetic differential evolution, for MLT. The experimental outcomes showed that the
modified method performs better than several traditional MH algorithms in terms of
finding optimal threshold values. In [45], the authors applied a new MH algorithm, marine
predators algorithm (MPA) for MLT. The moth-flame optimization (MFO) algorithm is
employed as a local search technique for the marine predators algorithm. This approach,
called MPAMFO had been used for image segmentation, including COVID-19 CT images.
A number of existing MH methods have been compared to the MPAMFO, and it achieved
competitive performance.

In [46], the authors used quantum particle swarms algorithm for MLT with Otsu’s
fitness function. They used several images to assess the test the developed approach,
and results showed that the proposed approach could improve the sped and the accuracy
of the image segmentation process. In [47], the authors proposed two MH methods for
MLT, called the whale optimization algorithm and MFO algorithm. The experimental
evaluation showed that the MFO algorithm has better performance than all compared
algorithms, including the whale optimization algorithm. In [48], the authors presented
a MLT method using the human mental search algorithm. The human mental search
algorithm had been tested with a number of images, and it had been compared to several
existing methods to validate its performance.

Akay [49] presented a hybrid DE for MLT. The hybrid model was applied for obtain-
ing the optimal threshold value of grey-level images. they used Otsu fitness function.
The proposed method had been compared to several MH algorithms, and it obtained
good results. Additionally, in [50], a modified artificial bee colony using the sine cosine
algorithm was developed. He et al. [51] proposed a new modified variant of the FA.
This method had been employed by minimizing Kapur entropy, cross-entropy, and intra-
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class variances. Extensive experiments comparisons had been carried out to verify the
superiority of the improved firefly algorithm over other MH approaches. Recently, in
[24], the authors developed the MFO for MLT using Kapur/Tsallis entropy. The main
idea is to utilize MFO for supporting the identification of the finest threshold for RGB
images. It showed competitive performance compared to several algorithms. In [25], the
authors studied the capability of several optimization algorithms for MLT applications.
Several methods have been tested, including FA, DE, PSO, GA, ABC, and others. In
[26], an efficient MLT method was proposed for COVID-19 images based on an enhanced
version of the equilibrium optimizer. In the same manner, the marine predator algorithm
(MPA) was used for COVID-19 image segmentation in [52]. There are other optimization
methods that used for MLT in recent years, such as Manta Ray Foraging Optimizer [53],
Slime mould algorithm [54], and enhanced version of the remora optimization algorithm
[55].

3 Perminaly

In this section we present a brief description of the multi-level threshodling (MLT) prob-
lem, the firefly algorithm and the pathfinder algorithms.

3.1 Problem Definition

The mathematical definitions of the MLT problem is presented by considering I represents
the gray-scale image which has K + 1 classes. To segment I into its elements, a set of k
thresholds {tk, k = 1, 2, K} are required to be determined, and this formulated as:

C0 = {Iij | 0 ≤ Iij ≤ t1 − 1},
C1 = {Iij | t1 ≤ Iij ≤ t2 − 1},

. . .

CK = {Iij | tK ≤ Iij ≤ L− 1}

(1)

In Eq. (1), L denotes the maximum gray levels, CK denotes the kth class of I. To find
the threshold value, the MLT is considered as a maximization problem and defined as:

t∗1, t
∗
2, ..., t

∗
K = arg max

t1,...,tK
Fit(t1, ..., tK) (2)

where Fit denotes the Fuzzy entropy that used as fitness function [56] since it has been
established its performance in different image segmentation works [18, 57, 58]. It is
formulated as:

Fit(t1, ..., tK) =
K∑
k=1

Hi (3)

Hk = −
L−1∑
i=0

pi × µk(i)

Pk

× ln(
pi × µk(i)

Pk

), (4)

Pk =
L−1∑
i=0

pi × µk(i) (5)

µ1(l) =


1 l ≤ a1
l−c1
a1−c1

a1 ≤ l ≤ c1
0 l > c1

(6)
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µK(l) =


1 l ≤ aK−1
l−aK

cK−aK
aK−1 < l ≤ cK−1

0 l > cK−1

, pi = h(i)/Np(0 < i < L− 1) (7)

where pi denotes probability. Np and h(i) define total pixels’ number and the pixels’
number in I. a1, c1, ...., ak−1, ck−1 stands for the fuzzy parameters and 0 ≤ a1 ≤ c1 ≤
... ≤ aK−1 ≤ cK−1. Then t1 =

a1+c1
2

, t2 =
a2+c2

2
, ..., tK−1 =

aK−1+cK−1

2
.

3.2 Pathfinder Algorithm

The Pathfinder Algorithm (PFA) algorithm has recently been used as a new metaheuris-
tic. Its inspiration is taken from the group moving and hunting of some animals and
mimics the structure of leading of some swarms for reaching the finest region of food or
prey. The general steps of the algorithm can be summarized as follows:

The first step is to generate the population. Then determining the leader of each
swarm that means the pathfinder. Followed by modernizing the pathfinder location using
the following equation:

xk+1 = xk + 2r1(x
k − xk+1) +B (8)

where r1 ∈ [0, 1] denotes a uniform arbitrary number, B = u1e
((−2k)/kmax) , u1 is an

arbitrary vector in the range [-1,1] and in general B represent random walk of members.
The next step is to compare the current pathfinder and the previous one, then mod-

ernizing the location of the individuals using the following equation:

xk+1
i = xk

i +R1(x
k
j − xk

i ) +R2(x
k − xk

i ) + ω (9)

where k is the current iteration, xi, xj exemplify the location vector of the ith and the
jth members, and R1 and R2 are random numbers. Thereafter, the function value is
evaluated and finds the best one according to which identify the best pathfinder.

3.3 Firefly optimization algorithm

In this subsection, the basic definition of the Firefly Algorithm (FA) are introduced [59].
There are two factors in FA that have the largest effect on its performance. These factors
are the attractiveness and brightness, and attractiveness is updated using Eq. (10).

β = β0 × e(−γr2) (10)

where β denotes the attractiveness between ith solution and jth. While, β0 = 1 is the
attractiveness at distance r = 0 and γ denotes the light absorption coefficient and it is a
constant, The distance r is defined as:

rij = ||xi − xj|| =

√√√√ d∑
k=1

(xi,k − xj,k)2 (11)

where x(i,k) denotes the kth value of ith firefly xi.
The movement of the i firefly is attracted to the more attractive one (i.e., xj) and it is
formulated as:

xi = xi + β × (xi − xj) + α× εi (12)

where α ∈ [0, 1] refers to a random value and εi ∈ N(µ, σ) denotes random vector
numbers.

The Full description of FA is given in Algorithm 1. In the case of maximization
optimization, the brightness is proportional to the fitness value [59].
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Algorithm 1 The basic stepes of the original Firefly algorithm
1: Inputs: N number of solution, D dimensions of problem.
2: Determine the value of light absorption coefficient γ.
3: Generate initial population X.
4: Compute the fitness value f(x), x = (x1, x2, . . . , xd)

T which represents light intensity Ii at xi.
5: t = 1.
6: while (t < tmax) do
7: for i = 1 : n(allnfireflies) do
8: for j = 1 : i do
9: if Ii < Ij then
10: Shift firefly i to j in dimension d.
11: end if
12: Update attractiveness using Eq. (12).
13: end for
14: end for
15: Sort X using fitness value then determine the best one.
16: end while

17: Return the best solution.

4 Proposed PF-FA

In this section, the details of the PF-FA are introduced. The modified PF depends on
employing the structure of the FA as a local search.

The developed PF-FA begin by generating X which contains N solutions using Eq.
(13).

Xi,j = Imin,j + r1 × (Imax,j − Imin,j), j = 1, 2, ..., D, (13)

in which Imin,j and Imax,j denotes the minimum and maximum gray values of I at jth
dimensions. More so, D = 2K, where K represents to threshold level.

Thereafter, the fitness value Fit for Xi is computed for each solution using Eq. (2).
Followed by finding the best solutions Xb. Thereafter, the solutions will be updated using
either PF or FA depends on the probability (Pri) of each solution that computed as:

Pri =
Fiti∑N
i=1 Fiti

(14)

Xi =

{
operators of PF Pri > r1

operators of FA otherwise
(15)

where

rs = min(Pri) + ra × (max(Pri)−min(Pri)), ra ∈ [0, 1] (16)

where the main goal of using Eq. (16) is to avoid fixing the value of rs as a constant
value. This leads to update r1 in automatic form.

However, Updating solution process is repeated till reaching the terminal conditions.
Then using Xb to construct the fuzzy parameters which applied to construct the threshold

value as tk =
Uk
b +Uk+1

b

2
, where k = 1 : 2 : K − 1.
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Figure 1: The basic structure and Framework of the PF-FA.

5 Experiments and Discussion

5.1 Performance metrics

This paper applies two performance metrics to assess the quality of the PF-FA algo-
rithm, namely Structural Similarity Index (SSIM) [60] and Peak Signal-to-Noise Ratio
(PSNR) [61] The PSNR and SSIM are most commonly applied to measure the quality
of segmented images. The PSNR is easy to implement and mathematically convenient
in optimization tasks as well as it has been widely tested and valid. Also, the SSIM is
a popular measure in the field and applied using the images’ contrast, luminance, and
structure. It showed its ability to estimate content-dependent distortions and capture
blurring and noise. They are calculated as in the following expressions:

SSIM(G,GS) =
(2µGµGS

+ c1)(2σG,GS
+ c2)

(µ2
G + µ2

GS
+ c1)(σ2

G + σ2
GS

+ c2)
(17)

In 17, µGS
(σGS

) and µG(σG) represent the standard deviation of GS and G, respectively.
σG,GS

denotes the covariance of GS and G.

PSNR = 20log10(
255

RMSE
), (18)
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RMSE =

√∑Nr

i=1

∑Nc

j=1(Gi,j −GSi, j)2

Nr ×Nc

In 18, RMSE indicates the root mean-squared error. G represents the standard image.
GS represents the segmented images. Nr ×Nc is the images size.

5.2 Results

In the experiment, ten images was used to evaluate the proposed PF-FA method in solving
the segmentation problems, both PSNR and IGD were computed. Figure 2 shows the
differences among these images. The proposed PF-FA and eight compared algorithms
(i.e. PF, GWO, SCA, GOA, PSO, MFO) are evaluated in six thresholds values (i.e., 6,
8, 15, 17, 19, and 25) therefore, the total cases of segmentation in the experiment is 60
cases.

Figure 2: Images dataset and their histograms.

The PSNR results are recorded in Tables 1-2 as well as Figure 3. It presents the results
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of all methods over all images. More details, the performance of the PF-FA at level 6
was similar to MFO whereas, they obtained the highest PSNR results in five images for
each one whereas, PF got the third rank followed by GWO, PSO, and GOA.

The PSO obtained the first rank at threshold level 8, it got the best results in 40%
of all images whereas, PF-FA and MFO showed similar performance in most images and
obtained the best PSNR in two images for each one. GWO was ranked third followed by
PF and GOA.

Moreover, the PF-FA and PSO achieved the highest PSNR results in four images for
each one at level 15 whereas, the MFO got the best PSNR in two images. In this level,
the performance of the PF was like GWO whereas the SCA got the worst performance.
Furthermore, at level 17, PF-FA, PSO, and MFO algorithms got the best PSNR in three
images followed by GWO and PF.

In addition, level 19 showed the superiority of the PF-FA algorithms. It achieved the
highest PSNR in four images whereas, both PSO and MFO acted similarly and obtained
the best PSNR in three images. Furthermore, both PF-FA and PSO showed the best
results of PSNR in three images in threshold level 25. As well as, the GWO and MFO
acted similarly and got the best values in two images. The worst PSNR at all levels were
showed by the SCA.

Furthermore, Table 2 shows the average of the PSNR for all images at every thresh-
olds. In this table the proposed PF-FA obtained the best average in 50% of the thresholds.

Table 1: PSNR results for all algorithms

K Image No. PF-FA PF GWO SCA GOA PSO MFO

6 1 14.906 14.234 14.123 10.774 11.847 13.562 12.252

2 16.876 15.720 15.612 12.476 12.495 15.455 16.874

3 13.131 12.831 12.605 10.763 10.720 11.330 13.203

4 16.341 16.244 16.331 10.776 11.028 16.025 15.307

5 13.224 12.377 11.903 10.490 10.806 10.880 13.054

6 12.569 11.752 12.183 10.374 10.955 11.507 13.017

7 12.312 11.701 11.822 11.852 12.451 11.687 14.078

8 14.894 14.213 14.019 10.787 10.551 13.397 15.230

9 11.560 10.737 10.599 9.928 11.054 9.386 13.196

10 14.439 13.914 14.424 12.049 13.122 13.073 14.199

8 1 18.624 17.814 17.706 14.666 17.051 17.989 16.840

2 17.301 16.372 16.539 16.729 15.643 17.825 18.266

3 15.842 15.180 15.964 13.050 14.909 16.278 16.175

4 18.278 17.693 17.064 15.309 16.777 18.241 17.185

5 15.968 15.843 16.157 15.042 15.748 16.431 16.054

6 16.238 15.515 15.585 13.302 14.066 17.116 16.225

7 15.859 15.575 15.544 15.067 15.139 16.022 15.704

8 15.684 15.051 16.899 15.104 14.709 16.833 16.423
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Table 1: PSNR results for all algorithms (continued)

K Image No. PF-FA PF GWO SCA GOA PSO MFO

9 15.071 14.971 15.424 13.215 14.237 14.987 16.155

10 18.519 18.451 19.316 14.643 18.182 17.830 17.730

15 1 23.074 22.320 21.509 16.026 20.835 21.847 20.842

2 22.007 21.694 22.187 17.383 20.035 23.379 20.748

3 20.203 20.121 19.667 15.366 19.299 23.026 22.105

4 21.529 21.402 21.685 15.872 19.882 22.977 21.057

5 21.700 21.013 21.295 15.646 18.609 20.250 20.888

6 19.860 19.796 20.510 13.732 17.751 23.115 23.510

7 21.253 20.319 20.229 16.132 18.422 19.913 20.495

8 22.515 21.147 21.299 15.678 18.722 21.748 22.505

9 18.475 18.134 18.096 15.417 17.775 19.989 21.206

10 21.502 20.562 21.467 16.760 19.492 24.165 21.719

17 1 24.568 23.937 23.075 15.709 22.315 23.525 21.207

2 23.871 23.220 24.048 16.963 20.855 23.653 22.454

3 22.316 21.539 20.658 15.191 20.903 23.306 23.505

4 22.402 22.288 22.487 15.582 20.985 24.194 23.322

5 22.980 22.000 22.868 16.430 20.365 22.892 22.909

6 21.937 21.108 22.155 14.710 19.231 23.480 22.317

7 21.619 21.425 21.414 15.900 20.145 22.094 22.598

8 23.611 21.777 22.887 15.465 19.943 22.843 23.474

9 19.457 19.309 19.356 15.154 18.916 21.320 22.526

10 22.190 21.453 21.930 16.743 20.542 23.223 22.035

19 1 24.921 24.447 24.251 15.779 23.077 24.320 24.370

2 25.177 24.579 24.971 18.023 22.273 25.050 24.647

3 23.097 22.352 21.786 16.018 21.583 24.976 23.371

4 24.181 23.567 23.913 15.229 21.438 23.916 23.451

5 23.777 23.124 23.857 16.006 21.752 24.064 23.724

6 23.495 22.962 23.623 14.915 20.327 24.136 24.216

7 23.603 22.954 22.666 16.260 21.274 24.346 23.158

8 24.072 23.123 23.879 16.487 20.465 24.208 24.848

9 21.014 20.379 20.864 16.670 19.788 22.311 24.358

10 23.509 22.748 22.756 16.513 21.452 23.108 23.434

25 1 26.914 26.887 26.732 16.734 25.759 28.313 26.519

2 27.732 27.089 28.058 19.267 26.214 27.481 27.394
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Table 1: PSNR results for all algorithms (continued)

K Image No. PF-FA PF GWO SCA GOA PSO MFO

3 25.310 24.978 23.930 15.478 23.908 27.545 27.903

4 28.798 25.942 26.257 16.857 24.955 28.649 27.207

5 26.090 26.021 26.906 16.767 24.826 27.115 26.562

6 26.306 26.135 27.280 16.896 23.776 27.276 25.356

7 26.373 25.911 25.971 16.729 24.731 26.051 25.698

8 26.659 26.346 26.709 17.923 24.640 27.115 27.163

9 24.540 24.189 24.435 16.417 23.307 27.285 25.832

10 26.543 25.528 25.956 17.842 24.661 26.258 25.700

Figure 3: Best cases ratio achieved by the algorithms using PSNR measure.

Table 2: Average PSNR of the algorithms at each thresholds levels

PF-FA PF GWI SCA GOA PSO MFO

6 14.025 13.372 13.362 11.027 11.503 12.630 14.041

8 16.758 16.247 16.620 14.613 15.646 16.955 16.676

15 21.472 20.651 20.794 15.801 19.082 21.424 21.408

17 22.819 21.805 22.088 15.785 20.420 22.785 22.695

19 23.685 23.023 23.257 16.190 21.343 24.043 23.958

25 26.946 25.903 26.224 17.091 24.678 26.939 26.427

The SSIM results of the methods are recorded in Tables 3-4 as well as Figure 4. This
table shows that, the PF-FA got the best results of the SSIM in 43% of all images at all
thresholds followed by PSO, GWO, and MFO, respectively. In detail, at levels 6, 8, 15,
the PF-FA has the best values of the SSIM measure in four images at each level whereas,



Ibrahim, et al. Artificial Intelligence Topics and Applications 1(1) 1–21 12 of 21

the PSO was ranked second and has the best SSIM in three images at each level. In
addition, MFO was ranked third at level 6 and 8 whereas, at level 15, it was ranked fifth
after both GWO and PF, respectively.

At level 17, the PF-FA, GWO, and PSO achieved the first, second, and third ranks,
respectively by achieving the best SSIM in three images for each one. The PF came in
the fourth rank with only image.

The superiority of the PF-FA was showed at level 19 and 25, it got the best results of
the SSIM in 60% and 50% of all images, respectively followed by GWO and MFO. The
PSO was ranked fourth in both levels. Whereas, the SCA algorithm recorded the bad
performance in all threshold’s levels.

Furthermore, Table 4 shows the average of the SSIM for all images at every thresholds.
In this table the proposed PF-FA obtained the best average in 66% of the thresholds.

Moreover, the results of the Friedman as a non-parametric test are listed in Tables
5-6 for both PSNR and SSIM measures. From these tables we can see that, there are sig-
nificant differences between the PF-FA and the compared method in most cases whereas,
it showed similar performance with the PSO in two cases as in the PSNR results.

Table 3: Comparative of algorithms based on SSIM val-
ues.

K Image No. PF-FA PF GWO SCA GOA PSO MFO

6 1 0.5492 0.5216 0.5103 0.3994 0.4897 0.4156 0.3673

2 0.4455 0.4179 0.4023 0.2248 0.3849 0.5287 0.2530

3 0.6424 0.6148 0.6072 0.6113 0.6125 0.6476 0.6987

4 0.5773 0.5497 0.5513 0.2871 0.5386 0.5255 0.2726

5 0.3994 0.3468 0.3153 0.2370 0.2469 0.3983 0.2260

6 0.3580 0.3304 0.3617 0.2679 0.3087 0.3509 0.3656

7 0.4347 0.4071 0.4188 0.4016 0.3957 0.5452 0.3934

8 0.6058 0.5782 0.5727 0.3885 0.5410 0.6057 0.6109

9 0.6830 0.6555 0.7024 0.5829 0.5644 0.7153 0.5218

10 0.7811 0.6519 0.6614 0.7687 0.6270 0.7796 0.7444

8 1 0.6708 0.7119 0.7044 0.5414 0.6805 0.6943 0.6371

2 0.4884 0.4608 0.4567 0.4828 0.4037 0.4283 0.4885

3 0.7850 0.7574 0.7528 0.6581 0.7520 0.7745 0.7772

4 0.6344 0.6068 0.5889 0.5547 0.5731 0.6188 0.5839

5 0.5052 0.5463 0.5653 0.5211 0.5366 0.5704 0.5540

6 0.5601 0.5326 0.5342 0.4111 0.4460 0.5842 0.5334

7 0.5993 0.5717 0.5685 0.5872 0.5367 0.5552 0.5526

8 0.6087 0.6498 0.7071 0.6402 0.6364 0.6730 0.6679

9 0.8186 0.7910 0.8046 0.7434 0.7806 0.7995 0.8106

10 0.7754 0.7478 0.7632 0.7920 0.7384 0.8345 0.8218

15 1 0.8574 0.8298 0.8128 0.6043 0.7950 0.8076 0.7880
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Table 3: SSIM results for all algorithms (continued)

K Image No. PF-FA PF GWO SCA GOA PSO MFO

2 0.7040 0.6765 0.7036 0.5882 0.5865 0.6523 0.5914

3 0.8795 0.8795 0.8498 0.7061 0.8265 0.8287 0.7899

4 0.7648 0.7372 0.7485 0.5844 0.6808 0.7743 0.7171

5 0.8038 0.7762 0.7845 0.5519 0.6729 0.7339 0.7547

6 0.7183 0.6907 0.7220 0.4335 0.6174 0.7723 0.7569

7 0.7964 0.7688 0.7929 0.6150 0.6461 0.6852 0.6896

8 0.8509 0.8233 0.8354 0.6835 0.7664 0.8275 0.8577

9 0.8541 0.8265 0.8542 0.8011 0.8248 0.8429 0.8438

10 0.8633 0.8357 0.8462 0.8193 0.8235 0.8873 0.8336

17 1 0.8223 0.8634 0.8434 0.5905 0.8306 0.8465 0.7954

2 0.7550 0.7274 0.7562 0.5487 0.6155 0.6523 0.6851

3 0.8962 0.8686 0.8666 0.7206 0.8503 0.8463 0.8096

4 0.7863 0.7587 0.7722 0.5654 0.7264 0.7997 0.7788

5 0.8284 0.8008 0.8275 0.6060 0.7448 0.8201 0.8231

6 0.7702 0.7426 0.7747 0.4797 0.6767 0.7836 0.7532

7 0.8165 0.7889 0.8193 0.6224 0.7288 0.7550 0.7745

8 0.7932 0.8343 0.8635 0.6818 0.7922 0.8405 0.8517

9 0.8651 0.8375 0.8549 0.8118 0.8308 0.8591 0.8528

10 0.8116 0.8527 0.8550 0.8322 0.8533 0.8783 0.8610

19 1 0.8988 0.8712 0.8653 0.5989 0.8474 0.8599 0.8995

2 0.7180 0.7591 0.7881 0.5924 0.6684 0.7400 0.7209

3 0.9052 0.8776 0.8741 0.6996 0.8577 0.8401 0.8353

4 0.8204 0.7928 0.8019 0.5564 0.7343 0.8036 0.7897

5 0.8577 0.8301 0.8525 0.5769 0.7876 0.8503 0.8380

6 0.7552 0.7963 0.8093 0.4920 0.7149 0.7970 0.7945

7 0.8444 0.8168 0.8400 0.6469 0.7615 0.8147 0.8512

8 0.8852 0.8576 0.8809 0.7275 0.8065 0.8677 0.8736

9 0.8801 0.8525 0.8711 0.8115 0.8372 0.8686 0.8783

10 0.9098 0.8822 0.8870 0.8297 0.8703 0.8959 0.8820

25 1 0.9373 0.9097 0.9058 0.6415 0.8951 0.9320 0.9046

2 0.8646 0.8371 0.8647 0.6370 0.7923 0.8106 0.8202

3 0.9284 0.9008 0.9014 0.7196 0.8830 0.8916 0.8720

4 0.8719 0.8444 0.8544 0.6086 0.8226 0.8585 0.8878

5 0.8519 0.8930 0.9111 0.6057 0.8664 0.9106 0.8944
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Table 3: SSIM results for all algorithms (continued)

K Image No. PF-FA PF GWO SCA GOA PSO MFO

6 0.8921 0.8645 0.8864 0.5768 0.8223 0.8704 0.8317

7 0.8876 0.8600 0.8777 0.6686 0.8439 0.8571 0.8888

8 0.9271 0.8995 0.9145 0.7560 0.8838 0.9233 0.9000

9 0.9090 0.8814 0.8934 0.8182 0.8740 0.9112 0.8894

10 0.9473 0.9197 0.9223 0.8431 0.9025 0.9042 0.8845

Figure 4: Ratio of the best cases achieved by each method using SSIM measure.

Table 4: Average of SSIM of the algorithm at each thresholds levels

PF-FA PF GWI SCA GOA PSO MFO

6 0.548 0.507 0.510 0.417 0.471 0.551 0.445

8 0.653 0.638 0.645 0.593 0.608 0.652 0.643

15 0.809 0.784 0.795 0.639 0.724 0.781 0.762

17 0.814 0.808 0.823 0.646 0.765 0.808 0.799

19 0.847 0.834 0.847 0.653 0.789 0.834 0.836

25 0.902 0.881 0.893 0.688 0.859 0.887 0.877

In general, the PF-FA achieved the highest PSNR values in 35% of the tested images,
followed by the PSO and MFO with 28% for each one. Whereas, in SSIM measure, the
PF-FA has the highest SSIM in 43% of images followed whereas, the PSO has the second
rank with 22% and the GWO and MFO with 15% for each one. The PF was ranked fifth
both measures. The worst algorithm in all image was SCA, it recorded the low quality
results in all measures. Moreover, Figure 5 shows the performance of the segmented
Image 1 and Image 3 at level 19. We can be observed from this images that the quality
of developed PF-FA is better than others methods in case of the two images (1 and 3).
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Table 5: Friedman results of the PSNR measure
K PF-FA PF GWO SCA GOA PSO MFO

6 6.40 4.50 4.40 1.60 2.60 2.70 5.80

8 5.40 3.50 4.80 1.50 2.10 5.90 4.80

15 5.70 4.10 4.50 1.00 2.00 5.60 5.10

17 6.00 3.71 4.29 1.00 2.00 6.00 5.00

19 5.80 3.60 4.20 1.00 2.00 6.00 5.40

25 6.00 3.33 5.67 1.00 2.00 6.00 4.00

Table 6: Friedman results of the SSIM measure
K PF-FA PF GWO SCA GOA PSO MFO

6 6.10 4.20 4.30 2.20 2.60 5.40 3.20

8 4.90 4.10 4.60 2.60 2.00 5.20 4.60

15 6.25 4.45 5.50 1.10 2.10 4.70 3.90

17 5.10 4.20 5.70 1.10 2.60 5.10 4.20

19 6.00 4.30 5.50 1.00 2.20 4.50 4.50

25 6.10 4.10 5.50 1.00 2.30 4.90 4.10

6 Conclusion

In the field of computer vision, image segmentation is considered as one of the primary
processes. More so, MLT is a well-known and effective technique that widely used by
various image segmentation applications due to its smooth and fast implementations.
In this paper, we develop a new segmentation method depending on a hybrid of two
metaheuristic algorithms, namely, Pathfinder Algorithm and Firefly algorithm. The main
idea of the developed method, called PF-FA is to apply the operators of the Firefly
algorithm to boost the search ability of the Pathfinder algorithm. We tested the PA-FA
with different images; more so, we compared it to other metaheuristic algorithms. The
evaluation results confirmed the competitive efficiency of the PF-FA which outperformed
the original PF and FA algorithms, as well as other compared MH methods in terms of
PSNR and SSIM. Based on this high quality, the PF-FA can be used to other optimization
problems, such as job scheduling, feature selection, data clustering, and others in the
future works.
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Figure 5: Segmented image I1 and I3 at threshold level 19.
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